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1. Introduction

We know that a finite automaton [2, 3, 6, 7, 8, 9, 10, 12, 14] has

a set of states and its “control” moves from state to state in response to

external “inputs”. One of the crucial distinctions among classes of finite

automata is whether that control is “deterministic”, meaning thereby that

the automaton can not be in more than one state at any one time, or

“non-deterministic”, meaning thereby that it may be in several states at

once.

A deterministic finite automaton (DFA) is one that is in a single state

after reading any sequence of inputs. The term “deterministic” refers to

the fact that on each input symbol there is one and only one state to

which the automaton can transit from its current state. In contrast, a non-

deterministic finite automaton (NFA) can make transitions to more than
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one states simultaneously on receiving an input symbol and therefore can

be in several states at once.

Motivated by the idea to have an automaton with properties lying

between that of DFA and NFA, the first author and his collaborators in-

troduced the notion of virtual deterministic finite automaton (VDFA) [8],

semi-deterministic virtual finite automaton (SDVFA) of order (s, t) [9] and

quasi-deterministic virtual finite automaton (QDVFA) of order “s′′ [10]

which are midway stages between DFA and NFA and studied language

recognition capabilities of these automata.

In this paper, we introduce a more generalized notion of finite au-

tomaton viz.pseudo-deterministic virtual finite automaton (PDVFA) of or-

der (s, t) which can be made to behave like a DFA, NFA, ε-NFA, VDFA,

SDVFA of order (s, t) and QDVFA of order “s′′ by giving special values to

the parameters s and t. We also study the language recognition capabilites

of PDVFA of order (s, t).

2. Pseudo-deterministic virtual finite automa-
ton (PDVFA) of order (s, t)

We first define pseudo-deterministic virtual finite automaton (PDVFA)

of order (s, t) as follows:

Definition 2.1. A pseudo-deterministic virtual finite automaton

(PDVFA) of order (s, t) is a finite automaton that can make atmost

“
√
s”(s ≥ 1) transitions on receiving a real input and atmost “

√
t”(t ≥ 0)

transitions on virtual input (or no input). (Zero transition means the au-

tomaton remains in the same state).

Remark 2.2. For a PDVFA having n states, we have the following:

(i) If s = 1 and t = 0, then a PDVFA of order (1, 0) is simply a DFA [2,
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6, 16].

(ii) If s = 1 and t = n2, then a PDVFA of order (1, n2) is simply a VDFA

[8].

(iii) If s = n2 and t = 0, then a PDVFA of order (n2, 0) is simply an NFA

[2, 6, 16].

(iv) If s = n2 and t = n2, then a PDVFA of order (n2, n2) is simply an

ε-NFA [2, 6, 16].

(v) A PDVFA of order (s, t) is an SDVFA of order ([
√
s], [
√
t]) [9] where

[·] is the greatest integer function.

(vi) If s = k2 where k ≥ 1 and t = n2, then a PDVFA of order (k2, n2) is

simply a QDVFA of order k [10].

We formally define a pseudo-deterministic virtual finite automaton

(PDVFA) of order (s, t) as follows:

Definition 2.3. A pseudo-deterministic virtual finite automaton

(PDVFA) of order (s, t) consists of

1. A finite set of states (including the dead state) often denoted by Q.

2. A finite set of input symbols including the empty string symbol ε.

This is often denoted by Σ
⋃
{ε}. Σ is called real alphabet.

3. A transition function δ(s,t) that takes as arguments a state and an

input symbol. On real input symbol i.e. if the symbol is a member

of real alphabet Σ, δ(s,t) returns a set of atmost “
√
s” states while on

virtual input ε, the transition function returns a set of atmost “
√
t”

states.

4. A start state S which is one of the states in Q.
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5. A set of final or accepting states F . The set F is a subset of Q. Dead

state is never an accepting state and it makes a transition to itself on

every possible input symbol.

We can also denote a PDVFA of order (s, t) by a “five tuple” notation:

V = (Q,S,Σ
⋃
{ε}, δ(s,t), q0, F )

where V is the name of the PDVFA, Q is the set of states, Σ
⋃
{ε} is the

set of input symbols, δ(s,t) is the transition function, q0 is the start state

and F is the set of accepting states.

2.1. Transition diagram for a PDVFA of order (s, t)

A transition diagram for a PDVFA V = (Q,S,Σ
⋃
{ε}, δ(s,t), q0, F ) of

order (s, t) is a graph defined as follows:

(i) For each state in Q, there is a node.

(ii) For each state q inQ and each real input symbol a in Σ, let δ(s,t)(q, a) =

{p1, p2, · · · , pk} where k ≤
√
s. Then, the transition diagram has k

arcs from node q to node pi (1 ≤ i ≤ k), labeled “a”. Moreover, if

δ(s,t)(q, ε) = {r1, r2, · · · , rm} where (m ≤
√
t), then there are m arcs

from node q to node ri, i = 1 to m, labeled ε.

Note that one of the ri is q itself. If there are several input symbols

that cause transitions from node q to node p, then the transition

diagram can have one arc, labeled by the list of these symbols.

(iii) There is an arrow into the start state q0, labeled start. This arrow

does not originate at any node.

(iv) Nodes/states corresponding to accepting states i.e. those in F are

marked by double circle. States which are not in F have a single

circle.
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(v) If there is no arrow from a state on a real input, it means that arrow

goes to dead state. If there is no arrow/arc from a state on the virtual

input ε, it means that arrow goes to that state itself.

(vi) All arrows from dead state goes to dead state.

2.2. Transition table for a PDVFA of order (s, t)

A transition table for a PDVFA of order (s, t) is a conventional tabular

representation of a function like δ(s,t) that takes two arguments viz. state

and input symbol and returns as output, a set of atmost
√
s states in case

of actual input symbol and a set of atmost
√
t states in case of virtual input

ε.

The rows of the table correspond to the states, and the columns cor-

respond to the inputs. The entry for the row corresponding to state “q”

and the column corresponding to input “a” is the value δ(s,t)(q, a).

Note that δ(s,t)(q, a) is a set of atmost
√
s states if “a” is a real input and

a set of atmost
√
t states if “a” is a virtual input.

Example 2.4. Fig 2.1 shows a PDVFA of order (4, 0) whose job is to

accept all and only the strings of the form b3 and b2n(n ≥ 1). The language

accepted by the PDVFA is L = {b3}
⋃
{b2n : n ≥ 1}.

In this PDVFA, state q0 is the start state. Whenever the automaton

in state q0 sees a b, it makes a transition to state q1 as well as to q4. From

states q1 and q4, on receiving the input b, the automaton makes transitions

to states q2 and q5 respectively. If no more real input is there, then the

automaton remains in state q2 and q5 and the given input string is accepted

since q5 is an accepting state.

However, if the automaton further receives real input b in state q2 and

q5 , it makes transitions to states q3 and q4 respectively. At the end of the
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input symbols, the state of the automaton tells whether the input string is

accepted or not.

Start

q1 q2 q3

b

q4

b b

b

b

b

q5

Fig 2.1: PDVFA of order (4, 0) that accepts the language

L = {b3}
⋃
{b2n : n ≥ 1}

The transition table corresponding to transitions functions δ(4,0) of

Example 2.4 is shown in Table 2.1:

State b ε
→ q0 {q1, q4} {q0}

q1 {q2} {q1}
q2 {q3} {q2}

∗ q3 {d} {q3}
q4 {q5} {q4}

∗ q5 {q4} {q5}

Table 2.1: Transition table for the PDVFA of order (4, 0) in

Example 2.1

In the above transition table, the start state is marked with an arrow,

and the accepting states are marked with a star and d denotes the dead

state.

Let us see how PDVFA of Fig 2.1 works on receiving the input se-

quence bbbb. It starts in its start state q0, when it reads first b, it goes to

states q1 and q4. In states q1 and q4, it reads the second b and goes to
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the states q2 and q5. Since q5 is an accepting state, the PDVFA accepts

bb. However, the input is not finished. When the third input b occurs, the

automaton goes to states q3 and q4 respectively. Thus after reading bbb, the

PDVFA is in states q3 and q4. The last input, viz. b sends the automaton

from states q3 and q4 to states d and q5 respectively. Since we are again in

an accepting state, the input bbbb is accepted.

Again, let us see the behavior of PDVFA of Fig 2.1 on the input string

bbb. On receiving the first input symbol b, the automaton makes a transition

from start state q0 to states q1 and q4. In states q1 and q4, when it receives

the second input symbol b, it goes to states q2 and q5 respectively. From

states q2 and q5, on receiving the last input symbol b it goes to states q3

and q4. Since no more input symbols are there, the automaton remains in

states q3 and q4. Since q3 is an accepting state, so the input bbb is accepted

by this PDVFA. Note that on virtual input ε, the PDVFA remains in the

same state.

The PDVFA of Fig 2.1 can be specified formally as

V = ({q0, q1, q2, q3, q4, q5}, {b, ε}, δ(4,0), q0, {q3, q5}).

Example 2.5. Consider the PDVFA of order (1, 1) in Fig. 2.2.

0Start 1

1

Fig 2.2: PDVFA of order (1, 1) that accepts the language

L = {(10)n : n ≥ 0}
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It is easy to see from the Fig. 2.2 that the only way the PDVFA can

stop in a final state is if the input is either a repetition of the string 10 or the

empty string. Therefore, the automaton accepts the language L = {(10)n :

n ≥ 0}. We see the behaviour of the automaton when it is presented with

the string w = 110. After reading the prefix 11, the automaton finds itself

in dead state d and remains in that state on receiving any further input.

Thus, no final state can be reached by processing w = 110 and hence the

string is not accepted.

The transition table for this PDVFA of order (1, 1) is shown in Table

2.2:

State 0 1 ε
→ q0 {d} {q1} {q2}

q1 {q2} {d} {q1}
∗q2 {d} {q1} {q2}

Table 2.2: Transition table for the PDVFA of order (1, 1) in

Example 2.5

2.3. Extending the transition function to strings

We have explained informally that the PDVFA of order (s, t) defines a

language: the set of all strings that result in a sequence of state transitions

from the start state to one of the accepting state. In terms of the transition

diagram, the language of an PDVFA of order (s, t) is the set of labels along

all the paths that lead from the start state to atleast one of the accepting

state.

Now, we need to make the notion of the language of an PDVFA of

order (s, t) precise. To do so, we define an extended transition function

that describes what happens when we start in any state and follow any

sequence of inputs. If δ(s,t) is our transition function, then the extended

transition function constructed from δ(s,t) will be called δ̂(s,t).
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The extended transition function is a function that takes a state q

and a string w and returns a set of states i.e. the set of states that the

automaton reaches when starting in state q and processing the sequence of

inputs w.

To give the formal definition of an extended transition function for a

PDVFA of order (s, t) which leads to the definition of acceptance of strings

and languages by these automata, we first need to learn a central definition,

called the pseudo closure of a state denoted by p-close.

Informally, we p-close a state q by following all transitions out of q

that are labeled with virtual input ε. However, when we get to other states

by following ε, we follow the ε-transitions out of those states, and so on,

eventually finding every state that can be reached from q along any path

whose arcs are all labeled ε.

Formally, we define p-closure of a state q denoted by p-close(q) re-

cursively as follows:

Basis. State q is in p-close(q).

Induction. If state p is in p-close (q), and there is a transition from state

p to state r labeled ε, then r is in p-close (q). More precisely, if δ(s,t) is

the transition function of the PDVFA involved, and p is in p-close (q), then

p-close(q) also contains all the states in δ(s,t)(p, ε).

Example 2.6. Consider the collection of states in Fig. 2.3 which may be

part of some PDVFA of order (1, 4). Here Σ = {a, b}.



46 A. Jain et al.

6

1
5

2

7

3

8

4

a

b

b

b

b

a

a

a

a,b

a,b

Fig. 2.3: Some states and transitions of a PDVFA of order (1, 4)

In Fig 2.3 p-close(1) = {1, 2, 3, 4, 6}. Each of these states can be

reached from state 1 along a path exclusively labeled ε. For example, state

4 is reached by the path 1 → 2 → 3 → 4. State 5 or 7 or 8 are not in p-

close(1), although they are reachable from state 1, but those paths include

transitions labeled with real input. The fact that state 4 is also reached

from state 1 along a path 1 → 6 → 7 → 4 that has non ε-transitions is

unimportant. The existence of one path with all labels ε is sufficient to

show State 4 is in v-close (1).

Note that we have omitted ε-transitions if the transitions takes a state to

itself.

Example 2.7. Consider the PDVFA of Fig 2.1. Here p-close (qi) =

{qi} ∀ i = 0, 1, 2, 3, 4, 5.

Example 2.8. Consider the PDVFA of Fig 2.2. Here p-close (q0) =

{q0, q2}, p-close (q1) = {q1} and p-close (q2) = {q2}.

The p-closure allows us to explain easily what the transitions of an

PDVFA look like when given a sequence of real inputs. From there, we can

define what it means for an PDVFA to accept its input.

Suppose that V = (Q,S,Σ
⋃
{ε}, δ(s,t), q0, F ) is a PDVFA of order

(s, t). We first define ˆδ(s,t), the extended transition function, to reflect what
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happens on a sequence of inputs. The intent is that δ̂(s,t)(q, w) is the set of

states that can be reached along a path whose labels when concatenated,

form the string w. The appropriate recursive definition of ˆδ(s,t) is:

Basis. δ̂(s,t)(q, ε) = p-close(q). That is, if the label of the path is ε, then we

can follow only ε-labeled arcs extending from state q; that is exactly what

p-close does.

Induction. Suppose w is of the form xa, where a is the last symbol of

w. Note that a is a member of Σ; it can not be ε, which is not in Σ. We

compute δ̂(s,t)(q, w) as follows:

1. Let δ̂(s,t)(q, x) = {p1, p2, · · · , pk}. That is, the p′is are all and only

the states that we can reach from q following a path labeled x. This

path may end with one or more transitions labeled ε, and may have

other ε-transitions as well.

2. Let

k⋃
i=1

δ(s,t)(pi, a) = {r1, r2, · · · , rk}. That is, follow transitions la-

beled a from states we can reach from q along paths labeled x. The

rj ’s are some of the states we can reach from q along paths labeled

w. The additional states we can reach are found from the rj ’s by

following ε-labeled arcs in Step (3), below.

3. Then δ̂(s,t)(q, w) =

k⋃
i=1

p-close(ri). This additional closure step includes

all the paths from q labeled w, by considering the possibility that

there are additional ε-labeled arcs that we can follow after making a

transition on the final ”real” input symbol a.

Example 2.9. Let us compute δ̂(1,1)(q0, 1010) for the PDVFA of Fig 2.2.

A summary of the steps needed are as follows:

1. δ̂(1,1)(q0, ε) = p-close(q0) = {q0, q2}.
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2. Compute ˆδ(1,1)(q0, 1) as follows:

(a) First compute the transitions on input 1 from each of the state

obtained in Step 1. Here the states obtained in Step 1 are q0 and q2,

i.e. we compute δ(1,1)(q0, 1) = {q1} and δ(1,1)(q2, 1) = {q1}.

(b) Next p-close the members of the set computed in step 2(a). We

get p-close(q1) = {q1}. That set is δ̂(1,1)(q0, 1) i.e. δ̂(1,1)(q0, 1) = {q1}.

This two-step pattern repeats for the next three symbols.

3. Compute δ̂(1,1)(q0, 10) as follows:

(a) First compute δ(1,1)(q1, 0) = {q2}.

(b) Then compute

δ̂(1,1)(q0, 10) = p-close(q2) = {q2}.

4. Compute δ̂(1,1)(q0, 101) as follows :

(a) First compute δ(1,1)(q2, 1) = {q1}.

(b) Then compute

δ̂(1,1)(q0, 101) = p-close(q1) = {q1}.

5. Compute δ̂(1,1)(q0, 1010) as follows :

(a) First compute δ(1,1)(q1, 0) = {q2}.

(b) Then compute

δ̂(1,1)(q0, 1010) = p-close(q2) = {q2}.

2.4. An application of PDVFA: Text search

Suppose we are given a set of words which we shall call the keywords,

and we want to find occurences of any of these words. In applications such

as these, a useful way to proceed is to design an PDVFA of appropriate

order which signals by entering an accepting state, that it has seen one of
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the keywords. The text of a document is fed, one character at a time to

this PDVFA, which then recognizes occurences of the keywords in this text.

This is a simple form of an PDVFA that recognizes a set of keywords.

For example, suppose we want to design a PDVFA of order (1, 4) to

recognize occurences of the words “Rupee” and “Dollar”. The transition

diagram for the PDVFA to accomplish the task is given in Fig 2.4.

2

R

D O L L A R

U P E E

3 4 5 6
7

8
9 10 11 12 13

14

Dead

State

d

Dead

State

d
-R

-E-U
-P

-E

-D
-O

-L -L -A -R

Start 1

Fig. 2.4: PDVFA of order (1, 4) that searches for the keywords

“Rupee” and “Dollar”

We make the following observations from the transition diagram of

Fig. 2.4:

1. State 1 is the start state with a transition to itself on every real input

symbol e.g. every printable ASCII character if we are examining

text. Intuitively, the start state makes two transitions on virtual

input assuming that the keywords ”Rupee” and ”Dollar” has begun.
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2. For each keyword a1a2 · · · ak, there are k states say q1, q2, · · · , qk. We

construct a complete sequence of states for each keyword, as if they

were the only words the automaton needed to recognize. Then we

add a new start state (State 1 in Fig 2.4) with ε-transitions to the

start state of the automaton for each of the keywords.

3. Σ is the set of all printable ASCII characters. States 2,3,4,5,6,7 have

the job of recognizing the keyword “Rupee” while states 8, 9, 10, 11,

12, 13, 14 recognize the keyword “Dollar”.

4. We have omitted transitions on virtual input ε if the transition on

virtual input is on the same state.

Another variant of PDVFA of Fig. 2.4 is the PDVFA of order (1, 0)

shown in Fig. 2.5.

1

7

2

D

R

8
O

3

9

U

L

4
P

10
L

5
P

11A

6

12

E

R

-{R,D}

-U -P -P -E

-O

-

Start

-L
-L

A -R

Fig. 2.5: PDVFA of order (1, 0) that searches for the keywords

“Rupee” and “Dollar”
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3. Language of a PDVFA

Now, we define the language of a PDVFA of order (s, t) say, V =

(Q,S,Σ
⋃
{ε}, δ(s,t), q0, F ) as

L(V ) = {w | δ̂(s,t)(q0, w) ∩ F 6= ∅}.

That is, the language of V is the set of all strings w that take the start

state to atleast one accepting state. For instance, we saw in Example 2.5,

δ̂(1,1)(q0, 1010) = {q2} and q2 is an accepting state, so the string 1010 is in

the language of that PDVFA. In fact, the language accepted by a PDVFA

is called a PDVFA language.

In other words, a language is said to be a PDVFA language if there

is a PDVFA that accepts exactly all sentences in the language. For example,

the language L = {(10)n | n ≥ 0} is a PDVFA language where Σ = {0, 1}.

Another example of a PDVFA language acting on the alphabet Σ = {b} is

L = {{b3}
⋃
{b2n|n ≥ 1}.

Example 3.1. Consider the PDVFA of Fig 2.4. Let us compute δ̂(1,2)(1,

RAPEE) for this PDVFA to see whether the string ”RAPEE” is in the

language of that PDVFA or not. Note that state 1 is the start state.

The summary of the steps is given below:

1. δ̂(1,2)(1, ε) = p-close(1) = {1, 2, 8}.

2. Compute δ̂(1,2)(1, R) as follows:

(a) First compute the transitions on input R from the states 1, 2 and

8 that we obtained in the calculation of δ̂(1,2)(1, ε) in Step 1.

That is, we compute

δ(1,2)(1, R)
⋃
δ(1,2)(2, R)

⋃
δ(1,2)(8, R) = {1, 3, d}.(d is the dead state)
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(b) Next, p-close the members of the set computed in Step 2(a). We

get

p-close(1)
⋃
p-close(3)

⋃
p-close(d) = {1, 2, 3, 8, d}.

This two step pattern repeats for the next four symbols.

3. Compute δ̂(1,2)(1, RA) as follows:

(a) First compute δ(1,2)(1, A)
⋃
δ(1,2)(2, A)

⋃
δ(1,2)(3, A)

⋃
(8, A)⋃

δ(1,2)(d,A) = {1, d}.

(b) Then compute

δ̂(1,2)(1, RA) = p-close(1)
⋃
p-close(d) = {1, 2, 8, d}.

4. Compute δ̂(1,2)(1, RAP ) as follows:

(a) First compute δ(1,2)(1, P )
⋃
δ(1,2)(2, P )

⋃
δ(1,2)(8, P )

⋃
δ(1,2)(d, P )

= {1, d}.

(b) Then compute

δ̂(1,2)(1, RAP ) = p-close(1)
⋃
p-close(d) = {1, 2, 8, d}

5. Compute δ̂(1,2)(1, RAPE) as follows:

(a) First compute δ(1,2)(1, E)
⋃
δ(1,2)(2, E)

⋃
δ(1,2)(8, E)

⋃
δ(1,2)(d,E)

= {1, d}.

(b) Then compute

δ̂(1,2)(1, RAPE) = p-close(1)
⋃
p-close(d) = {1, 2, 8, d}.

6. Finally Compute δ̂(1,2)(1, RAPEE) as follows:

(a) First compute δ(1,2)(1, E)
⋃
δ(1,2)(2, E)

⋃
δ(1,2)(8, E)

⋃
δ(1,2)(d,E)

= {1, d}.
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(b) Then compute

δ̂(1,2)(1, RAPEE) = p-close(1)
⋃
p-close(d) = {1, 2, 8, d}.

Conclusion. Since the only accepting states of PDVFA of Fig 2.4 are 7

and 14 and δ̂(1,2)(1, RAPEE) = {1, 2, 8, d} which does not contain any of

the two accepting states, so the string “RAPEE” is not accepted by the

PDVFA and therefore the string “RAPEE” is not in the language of this

PDVFA.

Example 3.2. Consider the PDVFA of order (1, 0) in Fig. 3.1. It can be

easily verified that the language accepted by this PDVFA is given by

L = {ambn | m,n ≥ 1}.

0
q 1

q
2

q

Dead

state

d

a

a

b

b

a,b,

a, b,

Start

Fig. 3.1

4. Importance of PDVFA

In reasoning about nondeterministic machines, we should be quite

cautious in using intuitive notions. Intuition can easily lead us astray, and

we must be able to give precise arguments to substantiate our conclusions.

Nondeterminism is a difficult concept. Digital computers are completely

deterministic, their state at any time is uniquely from the input and the

initial state.
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Thus it is natural to ask why we study nondeterministic machines at

all. We are trying to model real systems, so why include such nonmechnical

features as choice ? We can answer this question in various ways.

Many deterministic algorithms require that one make a choice at some

stage. A typical example is a game-playing program. frequently, the best

move is not known, but can be found using an exhaustive search with back-

tracking. When several alternatives are possible, we choose one and follow

it until it becomes clear whether or not it was best. If not, we retreat to

the last decision point and explore the other choices.

A nondeterministic algorithm that can make the best choice would be

able to solve the problem without backtracking, but a deterministic one can

simulate nondeterminism with some extra work. For this reason, nondeter-

ministic machines can serve as models of search and backtrack algorithms.

However, controlled nondeterminism is useful in solving problems easily.

For example, consider the PDVFA in Fig. 2.1, it is clear that there

is a choice to be made. The first alternative leads to the acceptance of the

string b3, while the second accepts all strings with the even number of b’s.

The language accepted by the PDVFA is {b3}
⋃
{b2n : n ≥ 1}. While it

is possible to find a DFA for this language, the nondeterminism is quite

natural.

The language is the union of two quite different sets, and the con-

trolled nondeterminism lets us decide at the outset which case we want.

The deterministic solution is not as obviously related to the definition and

so is a little harder to find. Therefore, controlled nondeterminism or equiv-

alently PDVFA is an effective mechanism for describing some complicated

languages concisely.

Again, as we have seen that nondeterminism allows us to “program”
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solutions to problems using a higher-level language. The nondeterministic

finite automaton is “compiled”, by an algorithm into a deterministic au-

tomaton that can be executed on a conventional computer. We use subset

construction method to change an NFA to an equivalent DFA. In worst

case, if NFA has n states the corresponding DFA can have 2n states.

On the other hand, conversion from PDVFA to corresponding DFA

generates much less number of states in new DFA. Also, most of the pro-

gramming problems can be solved by simulating PDVFA. Moreover, PDVFA

is easier to construct and understand for many languages as compared to

NFA. Problems that can not be solved by a DFA can be solved by an

PDVFA.

For example, consider a finite automaton that accepts the language

L = { all strings of 0’s and 1’s such that nth from the end is 1} i.e. that

accepts all strings of 0’s and 1’s such that the nth symbol from the end is 1.

If the automaton is a nondeterministic finite automaton as shown in Fig.

4.1, then, the automaton has n+ 1 states.

Intuitively, a DFA D converted from NFA that accepts the language

L must remember the last n symbols it has read. Since any of 2n subsets

of the last n symbols could have been 1, if D has fewer than 2n states, then

there would be some state q such that D can be in state q after reading

two different sequences of n bits, say a1a2 · · · an and b1b2 · · · bn.

Since the sequences are different, they must differ in some position,

say ai 6= bi. Suppose (by symmetry) that ai = 1 and bi = 0. If i = 1, then q

must be both an accepting state and a non accepting state, since a1a2 · · · an
is accepted (the nth symbol from the end is 1) and b1b2 · · · bn is not. If i > 1,

then consider the state p that D enters after reading i−1 0’s. Then p must

be both accepting and non accepting, since aiai+1 · · · an00 · · · 0 is accepted
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and bibi+1 · · · bn00 · · · 0 is not. therefore, D must have 2n states.

0
q

1
q 2

q
1 0,1 0,1 0,1 0,11n

q
- n

q

0,1

Start
. . . . . .

Fig. 4.1: NFA that accepts all strings of 0’s and 1’s such that

nth symbol from the end is 1

We now construct a PDVFA of order (1, 1) with n+3 states (including

the dead state) to accept the language L i.e. the set of all strings of 0’s and

1’s such that nth symbol from the end is 1.

Note that the number n + 3 is greater than n + 1 but much smaller than

the number 2n.

1
q 2

q 0,11 0,1

0,1

0,1

0,1

0,1

0,1
0

n
q 1n

q
+

Dead

State

d

3
q0

q
Start

. . . . . .

Fig. 4.2: PDVFA of order (1, 1) that accepts all strings of 0’s

and 1’s such that nth symbol from the end is 1

We now illustrate the working of PDVFA of order (1, 1) in Fig. 4.2 for

n = 3.
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0,1
0

1

0,1

0,1 0,1

Dead

State

d

Start

0,1

Fig. 4.3: PDVFA of order (1, 1) that accepts all strings of 0’s and

1’s such that 3rd symbol from the end is 1

We examine the behaviour of the PDVFA of order (1, 1) in Fig. 4.3 on

receiving input sequence 0111 and input sequence 01111000. We compute

δ̂(1,1)(q0, 0111) and δ̂(1,1)(q0, 01111000) for the PDVFA of Fig. 4.3.

A summary of the steps needed are as follows :

1. δ̂(1,1)(q0, ε) = p-close (q0) = {q0, q1}.

2. Compute δ̂(1,1)(q0, 0) as follows :

(a) First compute transitions on input 0 from states q0 and q1 ob-

tained in Step 1 on evaluating δ̂(1,1)(q0, ε). That is we compute

δ(1,1)(q0, 0)
⋃
δ(1,1)(q1, 0) = {q0, d}.

b) Next p-close the members of the set computed in Step 2(a). We

get p-close(q0)
⋃
p-close(d) = {q0, q1}

⋃
{d} = {q0, q1, d}. That

set is δ̂(1,1)(q0, 0) i.e. δ̂(1,1)(q0, 0) = {q0, q1, d}. This two step

pattern repeats for the rest of the input symbols.

3. Compute δ̂(1,1)(q0, 01) as follows :
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(a) First compute transitions on input 1 from states q0, q1 and d ob-

tained in Step 2. That is, we compute δ(1,1)(q0, 1)
⋃
δ(1,1)(q1, 1)⋃

δ(1,1)(d, 1) = {q0, q2, d}.

(b) Next p-close the members of the set computed in Step 3(a). We

get p-close(q0)
⋃
p-close(q2)

⋃
p-close(d) = {q0, q1, q2, d}. There-

fore, δ̂(1,1)(q0, 01) = {q0, q1, q2, d}.

4. Compute δ̂(1,1)(q0, 011) as follows :

(a) Compute

δ(1,1)(q0, 1)
⋃
δ(1,1)(q1, 1)

⋃
δ(1,1)(q2, 1)

⋃
δ(1,1)(d, 1)

= {q0, q2, q3, d}.

(b) Then,

δ̂(1,1)(q0, 011) = p-close(q0)
⋃
p-close(q2)

⋃
p-close(q3)

⋃
p-close(d)

= {q0, q1, q2, q3, d}.

Therefore,

δ̂(1,1)(q0, 011) = {q0, q1, q2, q3, d}.

5. Compute δ̂(1,1)(q0, 0111) as follows :

(a) Compute

δ(1,1)(q0, 1)
⋃
δ(1,1)(q1, 1)

⋃
δ(1,1)(q2, 1)

⋃
δ(1,1)(q3, 1)⋃

δ(1,1)(d, 1)

= {q0, q2, q3, q4, d}.

(b) Then,

δ̂(1,1)(q0, 0111) = p-close(q0)
⋃
p-close(q2)

⋃
p-close(q3)⋃

p-close(q4)
⋃

p-close(d)

= {q0, q1, q2, q3, q4, d}.
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Conclusion. Since δ̂(1,1)(q0, 0111) contains the accepting state q4, there-

fore, the string 0111 is accepted by the PDVFA of Fig. 4.3.

Now, we examine the behavior of this PDVFA on input string 01111000,

we continue from Step 5.

1. Compute δ̂(1,1)(q0, 01111) as follows :

(a) Compute

δ(1,1)(q0, 1)
⋃
δ(1,1)(q1, 1)

⋃
δ(1,1)(q2, 1)

⋃
δ(1,1)(q3, 1)⋃

δ(1,1)(q4, 1)
⋃
δ(1,1)(d, 1)

= {q0, q2, q3, q4, d}.

(b) Then,

δ̂(1,1)(q0, 01111) = p-close(q0)
⋃
p-close(q2)

⋃
p-close(q3)⋃

p-close(q4)
⋃

p-close(d)

= {q0, q1, q2, q3, q4, d}.

2. Compute δ̂(1,1)(q0, 011110) as follows :

(a) Compute

δ(1,1)(q0, 0)
⋃
δ(1,1)(q1, 0)

⋃
δ(1,1)(q2, 0)

⋃
δ(1,1)(q3, 0)⋃

δ(1,1)(q4, 0)
⋃
δ(1,1)(d, 0)

= {q0, q3, q4, d}.

(b) Then

δ̂(1,1)(q0, 011110) = p-close(q0)
⋃
p-close(q3)

⋃
p-close (q4)⋃

p-close(d)

= {q0, q1, q3, q4, d}.
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3. Compute δ̂(1,1)(q0, 0111100) as follows :

(a) Compute

δ(1,1)(q0, 0)
⋃
δ(1,1)(q1, 0)

⋃
δ(1,1)(q3, 0)

⋃
δ(1,1)(q4, 0)⋃

δ(1,1)(d, 0)

= {q0, q4, d}.

(b) Then,

δ̂(1,1)(q0, 0111100) = p-close(q0)
⋃
p-close(q4)

⋃
p-close(d)

= {q0, q1, q4, d}.

4. Compute δ̂(1,1)(q0, 01111000) as follows :

(a) Compute

δ(1,1)(q0, 0)
⋃
δ(1,1)(q1, 0)

⋃
δ(1,1)(q4, 0)

⋃
δ(1,1)(d, 0)

= {q0, d}.

(b) Then,

δ̂(1,1)(q0, 01111000) = p-close (q0)
⋃
p-close (d)

= {q0, q1, d}.

Conclusion. Since δ̂(1,1)(q0, 01111000) does not contain the accepting state

q4, therefore the input string 01111000 is not accepted by the PDVFA of

order (1, 1) in Fig. 4.3.

4. Conclusion

In this paper, we have introduced the notion of Pseudo-deterministic

Virtual Finite Automaton (PDVFA) of order (s, t) and studied the language

recognition capabilites of newly introduced PDVFA.
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